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Summary

• Automated analysis of fetal cardiac ultrasound screening
videos

• Multi-task deep architecture jointly identifies heart
presence, location, orientation, view plane

• Intersection-over-union loss (IoU) found to give superior
localisation compared to anchor mechanisms

• Recurrent bi-directional LSTM layers capture region-level
temporal context

Background

2D ultrasound screening is the clinical standard for antenatal
detection of congenital heart disease (CHD), which encompasses
a large range of abnormalities of the developing heart. Screening
is performed during routine scans, typically by a non-specialist
in fetal cardiology.
However, it is challenging due to the need to find multiple
anatomical views and check for multiple anomalies in a time
constrained setting. This can be further complicated by other
factors such as poor image quality, imaging artefacts, fetal mo-
tion, and/or unfavourable fetal lie.

Aim

The aim is to track key variables automatically to put a ‘global
coordinate system’ on the video:

• Heart Visibility, ht ∈ {0, 1}
• Heart Centre Position, xt ∈ R2

• View Label, vt ∈ {4C,LVOT, 3V} (Fig. 1)
• Heart Orientation, θt ∈ [0, 2π)
• Heart Radius, rt ∈ R+

This information can be fed back to sonographers, used for qual-
ity control and audit (e.g. to ensure that all views have been
observed), and represents a crucical first step in automatic and
diagnosis of CHD.

View Plane Definitions

LVOT

LV
RV

LA

dAo

Ao

Rb
Vb

3V

Ao 

dAo

PA

Tr
SVC

Rb Vb

4C

LV

RV

LA

dAo

RA

Rb Vb

LV/RV left/right ventricle, LA/RA left/right atrium, (d)Ao (descending) aorta, PA 
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Figure 1: Definition of viewing planes

Architecture Overview

The Heartnet architecture (Fig. 2) consists of:
•Convolutional layers: Standard VGG-16 for feature
extraction [1]

•Recurrent layer: Bi-directional long short-term memory
cells (BLSTM) for each 3× 3 spatial location in the final
convolutional layer capture local temporal context (Fig. 4).

•Multi-task output layer: Jointly predicts:
• Location
• View plane category
• Orientation
for each 3× 3 spatial location. We experiment with two
alternative architectures for this task: a circular anchor
architecture and an IoU architecture.

Figure 2: Full architecture

Circular Anchor Architecture
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Figure 3: Multi-task and circular anchor architecture

Within each spatial location, predictions are made independently
for each of four ‘circular anchors’ of different radii [2]. Each uses
the same input patch, but gradients are only applied for positive
anchors. The loss functions are:
•Lcls Classification (v): Softmax
•Lloc Localisation (x, θ, r): Smooth-l1 loss
•Total:

L = Lcls + λ1Lloc

Temporal Recurrent Layer
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Figure 4: The recurrent layer connects a 3 × 3 patch in one frame to the corresponding patch in neighbouring frames. There are two separate 256D long short
term memory (LSTM) RNNs, one that propagates forward through the video frames (blue) and another that propagates backwards (red) [3].

Intersection-over-Union (IoU) Architecture
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Figure 5: IoU region prediction architecture

The top, bottom, left, and right (b) of the bounding box are
regressed directly with an IoU loss. Orientation is regressed sep-
arately. The loss functions are:
•Lcls Classification (v): Softmax
•Lloc Localisation (b): IoU (intersection over union) [4]
•Lori Orientation (θ): Cosine loss

Lori = 1− cos
θ̂ − θ



•Total: L = Lcls + λ1Lloc + λ2Lori

Figure 6: Example of IoU loss. Left to right: input image, ground truth classifi-
cation map, predicted classification map, ground truth localisation maps (×4),
predicted localisation maps (×4)

Experiments

• Database of 91 videos from 12 subjects
• Leave-one-subject-out cross-validation
• Multiple views and range of gestational ages (20–35 weeks),
orientations, magnifications

• CNN and RNN trained separately due to GPU memory
contraints:
• CNN trained on per-image basis (start with pre-trained VGG-16)
• RNN trained with random-length sequences

Results

Method
Class Error
or Outside
0.25r̂ (%)∗

Class Error
or IoU

< 0.25 (%)
Orient. Error†

Circular
Anchor 28.8 30.3 0.074

IoU Loss 26.8 28.7 0.084
RNN +
Circular
Anchor

21.6 27.7 0.072

∗ Estimated inter-rater variation: 26%, intra-rater variation:
15%
† Orientation Error = 1

2

1− cos
θ − θ̂




• The IoU layer reduces localisation error over the circular
anchor mechanism

• Inclusion of the RNN significantly improves all results by
considering temporal context

Conclusions

We demonstrated a multi-task deep architecture for estimating
multiple quantities of interest from fetal cardiac screening videos.
Experiments demonstrate that the region-level temporal infor-
mation from the RNN improves accuracy on all tasks.
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